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Abstract

Historically, most approaches to operating sytems security aim to either protect

the kernel (e.g., the MMU) or protect user applications (e.g., W ⊕X). However,

little study has been done into protecting the boundary between these layers.

We describe a vulnerability in Tock, a type-safe operating system, at the system-

call boundary. We then introduce a technique for providing memory safety at

the boundary between userland and the kernel in Tock. We demonstrate that

this technique works to prevent against the aforementioned vulnerability and a

class of similar vulnerabilities, and we propose how it might be used to protect

against simliar vulnerabilities in other operating systems.
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1 Introduction

Historically, there are two broad research areas in systems security; protecting

the kernel [19, 42, 39] - the priveleged part of the operating system that facili-

tates all the rest of the system’s functionality, including scheduling and memory

management - and protecting userspace programs [1, 5], which generally are

doing the important work of the computer and where important data resides.

However, comparatively less study has been done into protecting the interface

between these layers. Even when a system is made up of components that are

independently secure, vulnerabilities can still be induced by the way that these

components interact with one another - in an operating systems context, these

vulnerabilities appear in the locations indicated by the red circles in Figure 1.

Figure 1: The gap between the kernel and user programs
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A large class of attacks in systems security fall into the category of memory

corruption. Memory corruption occurs when attackers gain access to memory

they are not supposed to be able to access, giving them the ability to cause the

system to behave in unexpected ways. In systems security, we try to protect

against these attacks, sometimes by building systems that obey memory safety.

Memory safety, as we define it, is the property that a system is not vulnerable

to a certain class of spatial and temporal memory violations. A spatial violation

occurs when a pointer is used to access a region of memory that it is not defined

to point to; for example, if a pointer exists to a buffer in memory, it would be

a violation for that pointer to access or overwrite data in an adjacent buffer

(buffer overflow). See, for example, Figure 2; the base and bound for the

english_alphabet pointer are shown; if spatial memory safety is not enforced,

one could attempt to access english_alphabet[28] and instead get a Greek letter.

A temporal violation occurs when a pointer is used outside of the lifetime during

which it is defined; for example, if a pointer is accessed after it has been freed

(use-after-free), the data it pointed to may not be there anymore. Worse yet,

the data structure might have been allocated again, thus allowing the old pointer

to corrupt data now serving a different purpose. If a system can violate neither

spatial nor temporal safety, we label it memory-safe.

Memory safety is impractical to achieve in C [30], the language in which the

most systems code has been written over the last 40 years. Pointers to single ob-

jects are very easily conflated with arrays, and they have no manifest bounds, so

they could point anywhere and it is often not clear whether a given reference is a

violation. Memory management is mostly manual, making temporal safety dif-

ficult. There are nearly eighty different ways to invoke undefined behavior [16].

In part because memory safety in C is hard, programming languages with bet-

ter guarantees, through more complex type systems and/or garbage collection,
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Figure 2: Pointer base and bound

have been developed. Recently, Go and Rust have been popular among systems

programmers because they provide safety guarantees while still having compa-

rably small runtime overhead, compared to older safe languages like Java. In

particular, Rust is seeing increasing use due to its low runtime overhead: it is

comparably performant with C, while making it much harder to violate memory

safety [29].

Many of the innovations that improve memory safety, either in C or in more

modern langauges, work by performing extensive analysis at compile time and

using the results of this analysis to guarantee that memory safety is maintained.

When such guarantees are impossible, the compiler generates runtime checks in

the compiled code that dynamically check for memory safety violations [34].

The compiler only has the ability to add these checks and ensure safety because

it has information provided by the programmer at compile time about what the

program is supposed to be doing; without that compile-time data the guarantees

these systems provide would not be feasible.

One recent application of memory-safe languages such as Rust is in operating
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system kernels. Modern operating systems are generally structured as in fig-

ure 1. The kernel is responsible for managing resources and scheduling the other

processes. It has direct access to the hardware, running in a priveleged mode

defined by the hardware. The kernel also keeps track of user-mode applications

running on the computer, their memory allocations, and their communication

with hardware. Because the kernel often has access to all of memory and runs

in a priveleged mode, it is often a target for attackers, so it is critical that the

kernel be secure. One approach, that taken by Tock, is to implement the kernel

in a memory-safe language - in this case, Rust. However, in an operating system

context, all of the software is rarely compiled at once - the kernel is compiled

and then the user programs are compiled separately and later. If these pieces

of software are used in conjunction, any data going between them may not be

subject to the guarantees provided by compile-time analysis.

User applications running under the kernel need a means to communicate

with the kernel. For example, an application may need to interact with the

hardware or the network, or it may need additional memory. The user appli-

cation and the kernel run in different processor modes, and they have different

memory spaces, as a means to protect the kernel memory from mailicious user

code. As a result of these separations, the application cannot simply call a

function in the kernel. Instead, the kernel defines an API for the user process

to contact it; this API is called the system call interface.

Traditionally, system calls are implemented through the process shown in

Figure 3: the user process puts data in a predesignated place - usually in registers

or sometimes on the stack - and then triggers a specific mechanism to cause

the kernel to take control of the processor execution (sometimes an interrupt,

sometimes a special instruction). The kernel will then load the data from where

the user process left it, perhaps including a pointer to a larger chunk of user
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memory, upon which the kernel will operate.

Figure 3: System calls

Recall that the memory safety of the kernel is enforced as a result of compile-

time analysis of the entire kernel as a single unit. At the time the kernel takes

data from the user application, information that was available when the user

code was compiled is no longer available, and so the kernel is no longer able to

provide its normal safety guarantees.

When designing a memory-safe operating system, the designer must consider

both the security of the individual components and the way that they connect to

one another. Even if their individual compilation can provide local safety guar-

antees, the fact that they are not compiled as a unit means these guarantees can

be broken at this interface. In order to achieve memory safety across all layers

of a system, we need interfaces like the system call boundary to be implemented

in such a way as to ensure memory safety. In this thesis, we have demonstrated

that these vulnerabilities exist in a memory-safe operating system (Section 5),

proposed and implemented a solution (Section 6), and evaluated that solution

(Sections 7 and 8).

2 Background

In order to better understand the work described here, we first discuss Rust at

a high level and understand how it enforces memory safety. We will describe
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Tock, the operating system upon which this work is based; we describe how the

system call works in Tock, and how its system-call interface can be a source of

vulnerabilities despite compiler-based memory safety properties.

2.1 Memory Safety

As defined in Section 1, a system is memory-safe if it is vulnerable to nei-

ther spatial nor temporal memory access violations; equivalently, that system

has memory safety. In this section we will explore in more depth what some

violations of memory safety look like, and we will examine some enforcement

mechanisms.

In order to better understand memory safety, we need to understand how

data is laid out in memory. In most programs, some data is allocated on a

stack, as depicted in Figure 4(a): each variable is allocated in the order they

are declared, with little or no wasted space between. The code shown in List-

ing 1 exploits that fact. The user is able to enter a password longer than the

buffer allocated for the purpose on line 3. If the user enters the password

‘‘12345671234567’’, the program will write all 14 characters of data to the vari-

able attempt, breaking the abstraction that all chunks of memory are separate,

and overwriting the value of correct, leading to the stack values shown in Fig-

ure 4(b). When the program compares the first 6 characters of attempt with

secret on line 7, it will find that they are equal and grant access. The program

had a spatial memory violation, wherein data overflowed from one buffer into

another. This kind of attack is called a buffer-overflow attack, and it is very

common in languages that are not memory-safe [21]. A similar type of vulnera-

bility, with a malicious read from a buffer instead of a malicious write, is called a

buffer-over-read. One well-known such vulnerability was HeartBleed [13], a vul-

nerability that affected over 5% of the top million sites on the internet, including
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as many as 50% of the top sites in Korea and Japan [15].

Figure 4: (a) Memory layout on a stack. (b) Stack smashing in C.

Listing 1: Stack smashing in C

1 bool check_access(){
2 char correct[7] = "SECRET";
3 char attempt[7]; // allocate a buffer for the user to write to
4

5 printf(‘‘Enter your password: ’’);
6 scanf(‘‘\%s’’,str); // let the user write to that buffer
7 return strncmp(attempt, correct, 6));
8 }

Buffer-overflow attacks are not the only common vulnerability in C and

C++ programs; vulnerabilities range from user-after-free bugs in which the

programmer uses a pointer that could now point to a different piece of data,
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to undefined behaviors that could be accidentally activated, even by optimizing

code that appears not to contain undefined behavior [36]. In C code, buffer

overflows and other memory-layout and memory-management vulnerabilities

are sufficiently common to persistently cause problems in popular software.

Compounding this problem, much of the systems code written today, and

an overwhelming majority of the systems code written in the last 30 years, is

written in C. The C/C++ programming language is used in the most popular

web servers (e.g., Apache), OS kernels (e.g., Linux), and web browsers (e.g.,

Chrome), but it lacks safety in many ways. For one, there is no bounds-checking

on pointers, which are used for purposes ranging from arrays/buffers to imitating

object-oriented programming, and are a basic building-block of C programming.

For another, there are a number of undefined behaviors (e.g., signed integer

overflow) that are difficult to avoid while adhering to the C standard - and they

are implemented differently by different compilers. Several existing “solutions”

that try to make C code memory-safe [2, 31] have been proposed, but they have

been repeatedly shown to be incomplete [14, 34].

More recently, much work on programming language design has been done,

and thankfully we now have a plethora of better and safer choices in which

to write software; e.g., Java, C#, Go, Rust. Of particular interest to systems

progreamming in recent years have been Golang and Rust, which have been

developed by Google and Mozilla respectively specifically for large highly parallel

workflows, with security in mind. In this thesis, we focus on Rust.

2.2 Rust

Rust is a language developed by Mozilla to make it easier to parallelize the ren-

dering engine in Firefox. By providing memory safety it allows parallel threads

to be implemented safely [29]. Rust has several features designed to provide

8



memory safety at compile-time. In order to achieve spatial safety, Rust disal-

lows raw pointers and requires that pointers be encapsulated in a slice, which

has a base and bound, or in other simliar constructions allowed by its capable

type sytem.

In order to ensure temporal safety, the more complicated of the two compo-

nents of memory safety [31], Rust has a novel memory management system, as

demonstrated in Listing 2: every variable has an owner, and exactly one owner.

When a variable’s owner goes out of scope, that variable is no longer accessible,

its memory is dropped. What makes this complicated is that it is difficult to

ensure that a variable has only one owner at a time. Rust enforces the property

that any value can only have one mutable reference at a time; when that refer-

ence is no longer accessible, the value is freed. This ownership system makes it

easy for the compiler to enforce temporal safety: the compiler is always aware

at compile-time1 of where any given piece of memory is in scope, so temporal

violations and data races are prevented without runtime overhead.

Listing 2: Ownership in Rust example taken from [18]

1 fn main() {
2 let s = String::from(‘‘hello’’); // s comes into scope
3

4 takes_ownership(s); // s’s value moves into the function...
5 // ... and so is no longer valid here
6

7 let x = 5; // x comes into scope
8

9 makes_copy(x); // x would move into the function,
10 // but i32 is Copy, so it’s okay to still
11 // use x afterward
12

13 } // Here, x goes out of scope, then s. But because s’s value was
14 // moved, nothing special happens.
15

1Rust does have reference-counted variables as an option, but they are not used frequently
by most rust code, and there is runtime code to enforce themporal safety on them
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16 fn takes_ownership(some_string: String) { // some_string into scope
17 println!(‘‘{}’’, some_string);
18 } // Here, some_string goes out of scope and ‘drop‘ is called.
19 // The backing memory is freed.
20

21 fn makes_copy(some_integer: i32) { // some_integer into scope
22 println!(‘‘{}’’, some_integer);
23 } // Here, some_integer goes out of scope. Nothing special happens.

It is very difficult, however, to implement a complex system in Rust while

staying entirely within all the constraints imposed by this type system [25]; it is

impossible, for example, to implement a doubly linked list, because in a circular

reference there cannot be a single owner who owns everything else. Because

these constraints are hard to work under, Rust provides another option: the

programmer may declare a region of code as unsafe, thereby giving it permission

to break some rules. An unsafe block of code is allowed to manipulate raw

pointers, create multiple mutable references to the same region of memory, and

perform other unchecked operations. Rust programmers using a library expect

that an unsafe block will be externally safe. For example, the double-ended

queue in the standard library, std::collections::VecDeque, uses unsafe code to

implement a circular buffer, but it encapsulates that unsafety. A programmer

can use a VecDeque without fear of corrupting memory, even though internally

the VecDeque implementation manipulates raw pointers.

It is important to note that there is no enforcement that all unsafe code is

properly encapsulated. A bug in an unsafe region could create multiple refer-

ences to the same piece of data, and those references would continue to exist

outside of the unsafe block and wherever they were passed; it could create a

pointer of the wrong type, and the rest of the code would try to manipulate

that data as if it were the wrong type. For a simple example, see Listing 3;

the function called on line 16 is safe but can corrupt whatever memory is be-

ing passed to it from the unsafe get_data(). Thus, it is important that unsafe

10



code be written very carefully, or else the whole program may not obey Rust’s

guarantees.

Listing 3: Unsafe code in Rust can cause problems for safe code
1 fn get_data() -> &’static mut [usize] {
2 use std::slice;
3 let ptr = 0x1234 as *mut usize;
4 let amt = 10;
5 unsafe {
6 return slice::from_raw_parts_mut(ptr, amt);
7 }
8 }
9

10 fn main() {
11 // get_data() makes a slice that points to arbitary memory.
12 let data = get_data();
13

14 // clearly, this could cause problems,
15 // depending on what data is at 0x1234.
16 do_something_safe(data);
17 }

In the five years since its creation, Rust has seen increased adoption, in-

cluding components of Firefox [3], some virtualization projects [35], and several

research operating systems [26, 27].

2.3 Operating Systems

Modern computers have hundreds of different processes running on them at the

same time. A modern operating system must make sure that there is memory

available for all these processes; it must provide them with resources and the

ability to access hardware features; it must provide process isolation so they

cannot access or overwrite one another’s data. The kernel is responsible for

these guarantees so that each process can perform its tasks successfully but

without the ability to access other processes’ data or to cause problems for the

system or other processes.
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Isolating processes’ memory from one another is important for controlling

this access and making sure that each process (or, more granularly, each bit

of code) only has access to the appropriate areas of memory. The traditional

solution to the process-isolation problem on a process-granularity level is Virtual

Memory. Virtual memory as a concept dates back to MULTICS in the 1970s [4]

- it was originally invented to solve other problems, but now one of its primary

purposes is to segment separate processes’ memory accesses by giving them

different address spaces - separate numberings of memory so that each process

does not have any concept of there being other memory on the machine. This

is a partial solution to the process-isolation problem - if different processes have

different address spaces, they cannot overwrite one another’s data; however, the

kernel has access to all data. If a malicious process can get the kernel to act on

its behalf, it can still gain access to other processes’ data.

2.4 Tock

Tock [26] is an operating system kernel written in Rust, taking advantage of

Rust’s memory safety features to ensure memory safety in the kernel [24]. The

Tock developers chose Rust because it is memory-safe without high runtime

overhead, in contrast to many other safe languages (Java, C#, arguably Go),

which is a desirable property for an operating system. Figure 5 shows Tock’s ar-

chitecture at a high level: tock uses a microkernel architecture, so the core kernel

(henceforth, just the kernel) implements just the minimum possible; memory

management, scheduling, and allowing the processes to communicate with the

system. In addition to the kernel, Tock has capsules, which are similar to drivers

but are less priveleged than the kernel. They still run in kernel mode, with ac-

cess to all of memory, but they are only allowed to run safe rust (no unsafe code

blocks). Thus, Tock uses the memory safety properties of the Rust compiler to
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guarantee that the capsules can only access the memory regions that the kernel

lets them access.

Figure 5: Tock Architecture, taken from [23]

Tock focuses on the security of the kernel. However, the kernel does not exist

in isolation - it needs to be considered as part of the entire system, from userland

code down to the hardware. Because the security is considered in isolation,

there are vulnerabilities at the boundaries. Like every operating system, Tock

needs to provide a way for the applications to communicate with the kernel, in

order to interact with hardware and the outside world. This is the system-call

interface. The way the system-call interface works in Tock (shown in Figure 6

and explained below) is simliar to how it works in most other operating systems

(e.g., Linux, see Figure 3):
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1. The process places instructions (what kind of system call it wants to per-

form) in registers.

2. The process places parameters - data or pointers to data - in registers.

3. The process makes a superviser call, triggering a context switch to the

kernel, which reads these registers.

4. The kernel interprets the registers, packages any data or raw pointers in

a Rust structure with base, bound, and Rust type.

5. The kernel sends the information on to whichever capsule the process

wanted to contact.

Figure 6: System Calls in Tock

Notice that in step 4, the kernel takes untyped data without compiler-

guaranteed bounds, and packages it up in an AppSlice structure that can be

used in safe rust. The bounds it uses are not provided by the compiler and are

not guaranteed to match those on the data that was in userland; herein lies the

problem.
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3 Related Work

Many researchers have been developing secure operating systems for years. We

will first discuss some sytems that directly inspire this work, then we will make

some generalizations about what approaches have been taken to the system call

boundary.

3.1 SAFE

SAFE is a system based on a tagged architecture and metadata checks around

that architecture. In a tagged architecture, all data has tags stored in hardware;

tags contain metadata about the memory they are attached to, such as type

information, pointer metadata, “secrecy” data, or whether the data is executable.

SAFE was designed as a clean-slate solution to the secure OS problem. SAFE

also includes a formally verified kernel and new programming languages designed

for safety [11].

SAFE consists of three layers, which the authors call the hardware layer,

the “concreteware” layer, and the “userware” layer. We will discuss relevant

properties of each layer.

First, the userware layer - “userware” is what SAFE calls the part of the

system consisting of OS services that do not need to be priveleged and user

programs. The SAFE developers put the drivers, network stack, and some

other traditionally “kernel” code in an unpriveleged “userware” execution mode,

in order to minimize the priveleged threat surfaces. Breeze, the language in

which userware is written, is a type-safe language with information-flow control

built in; that is to say, data is tagged with a level of secrecy, and secret data

may only be accessed from a proper authority context. The goal is to isolate

the userware and not let it do anything that will impact other userware or

concreteware, primarily through tags and hardware that verifies tags before
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allowing most operations [6].

SAFE’s concreteware is made up of its memory manager, scheduler, and a

few other small components. The concreteware is written in a subset of Breeze

called Tempest, and it is formally verified - SAFE takes formal verification as

an integral part of how they satisfy their security model.

Finally, the hardware includes several new or unusual components: for one,

each word of memory is tagged with a pointer to arbitrary data that provides

the “semantics” of the tag - this allows for a wide range of uses for tags, from

the information-flow control mentioned above to Write XOR Execute. It also

includes a Fat Pointer Unit, a piece of hardware specifically responsible for

preventing spatial violations on pointers by incorporating into each pointer a

base and bound (the region that pointer is allowed to access) while allowing them

to fit in 64-bit words to minimize the impact on the memory footprint [12].

The SAFE project offers substantial security features for “userware” and

“concreteware”. Additionally, guarantees at the boundary are provided by run-

time checks on the metadata encoded in the tags, using hardware mechanisms

for efficient enforcement. Unlike the SAFE project, we avoid having to use a

garbage-collector or other large runtime that manages user memory. We use a

pre-existing programming language and are compatible with legacy hardware.

3.2 CHERI

CHERI (Capability Hardware Enhanced RISC Instructions) is a system de-

signed to use capability-based addressing as an augmentation to traditional

memory-protection systems [41]. It is a RISC2-based system. CHERI uses

capabilities supported in hardware to improve the granularity of memory pro-

tection.
2Reduces Instruction Set Computer, an open instruction set standard
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CHERI uses an augmented pointer the authors call a memory capability to

manage permissions at a granular level. A memory capability contains a pointer,

a length, and permissions on that pointer. CHERI also supports object capabili-

ties - an object capability consists of permissions data packaged in a similar way

to a memory capability. Any data tagged as a capability in hardware cannot

be easily fabricated or moved around, requiring specific hardware instructions,

some of which are priveleged.

CHERI places these protections on top of a traditional memory protection

system, the Memory Management Unit (MMU). The MMU maps each process

to a separate memory space, simplifying addressing within each process and

preventing processes from being able to access data internal to other processes.

The combination of the page-level protections of the MMU with more granular

protections provided by capabilities allows CHERI to have very comprehensive

control over which code can access what memory. Notably, however, the kernel

has no MMU protection and it also has full capability access to all memory.

CHERI uses object capabilities to protect its system-call interface on the

userspace side - applications must have a specific object capability to make a

system call [37], which limits the ability of malicious code to make an unsanc-

tioned system call. Data passed into a system call takes the form of a memory

capability, so memory accesses across the system-call boundary are equally pro-

tected as memory accesses within an application.

CHERI is a general system that mixes novel hardware support and existing

protections, and their system-call interface is well-protected. However, CHERI

uses custom hardware to a larger extent than this project. Their processor has

substantially new components in order to be able to manage capabilities and

require their use in place of most pointers. Though we hope to eventually have

hardware support for some of our protections, we aim to support an existing
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instruction set (e.g., ARM or RISC-V).

3.3 Singularity

Singularity is a memory-safe operating system with software-based process iso-

lation [17]. Singularity forbids shared memory between processes. Singularity

is a microkernel where the drivers and most other kernel components are imple-

mented as userspace processes.

Like Tock, Singularity does not use an MMU to isolate processes, but does

so through software mechanisms and by limiting pointer arithmetic. Singularity

keeps what the authors call amemory independence invariant : compile-time and

runtime checks make sure no process can access regions of memory belonging

to any other process. These checks use a mechanism simliar to those used by

Rust.

The most relevant aspect of Singularity is the mechanism by which processes

(including drivers, which are just special processes) communicate. They are set

up with channels through which data (of a specific type) can be sent. Channels

have types on both ends. In order to enforce that processes do not gain pointers

into areas they should not access, Singularity implements channels by placing

data into a special region called the exchange heap. Channels are a safe way to

transfer data between processes, though they can cause deadlocks [33].

A few other aspects of Singularity are relevant to this work. The garbage

collector, which is one of the features allowing memory safety in their language

Sing#, includes approximately half the unsafe code in the Singularity kernel. All

processes using hardware (i.e., drivers) must declare which hardware they are

using in a manifest to prevent conflicts. The compiler compiles code to “Typed

Assembly Language”, which can be verified to be safe, in case the complicated

Sing# compiler has bugs.
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Singularity is relevant to this work because it has a working mechanism

for process-kernel communication that checks types at the boundary. However,

Singularity relies on a proprietary language and a large (garbage-collecting)

runtime to solve these problems, both of which we avoid by using Rust.

3.4 System-call Approaches

Several different approaches to the system-call interface have been taken by

recent secure OS work. Some systems [6, 28, 40] do not address the possibility

of a vulnerability in the system call interface at all and just trust (applications

and) the kernel not to misuse the pointers they get.

Some systems [17, 38] use a large runtime or the fact that code is running in

a VM in order to check types on data being passed between processing units at

runtime. Singularity [17] additionally places any data that needs to be read by

multiple processes in a designated memory region, so that the kernel does not

need to hold pointers to application regions.

In Reenix [27], the userspace applications and the kernel must be compiled

together, and there is no less-priveleged mode for the userspace applications

to run in, so safety is guaranteed at the system-call boundary through Rust’s

compiler. This is an excellent use of compiler guarantees but it is too restrictive

for our work.

Many systems [22, 26, 32] allow the programmer to specify a size of a buffer

to pass across an interprocess or system-call boundary, but do not check that

the length specified corresponds to the data in the buffer.

4 Threat Model

Our threat model (See Figure 7) trusts hardware entirely, the intent of the kernel

author, and the fact that user applicaiton code has been compiled by a bona
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fide compiler.

Figure 7: Our Threat Model

First, we trust the hardware on which the software is running. This is a de-

cision we made because we need to trust something in order to maintain a basic

amount of usability, and hardware has longer development cycles. Although

this is imperfect [20], we must concentrate on part of the threat space.

Running on the trusted hardware is a "benign but buggy" kernel, which

can be trusted to attempt to implement its specification, but it may have bugs.

We do not consider supply-chain attacks on the kernel, where an adversary con-

tributes malicious code to the kernel code; we trust that the kernel implementers

act in good faith.

Finally, we have the application running under the operating system - we

consider it to be "compromised but compiled" - that is to say, it must be com-

piled with our toolchain, but otherwise is free to do its best to interfere with

other applications. However, a user application is only allowed to use unsafe

code as far as calling libraries that use unsafe code; it is not allowed to imple-

ment its own unsafe sections. We aim to prevent this application from crashing
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or compromising the system or other applications. The user application may

collaborate with a remote attacker to attempt to break the security of the sys-

tem.

5 Example Vulnerability

Tock supports userland code in either C or Rust; we will assume a Rust-based

userland; with C userland code, it is less meaningful to discuss the types of the

data going to the kernel, because C has a less strict type system than Rust.

Because both userland and kernel code are written in Rust, type safety and

memory safety should be guaranteed at all times; however, this is not actually

the case if data is passed between them unchecked, as happens with system calls.

As discussed in Section 1, data is passed between the kernel and userland by

putting it in certain registers or by putting (untyped) pointers to it in registers;

this means that it loses its type, owner, and any other rust abstractions when

passed across the boundary. In Listing 4, we present an attack taking advantage

of that vulnerability, motivating this work.

Listing 4: Buffer overflow in Rust under Tock

1 fn main() {
2 let mut console = Console::new();
3

4 // if _buffer overflows, _mod will be overwritten
5 let mut _buffer: [u8; 6] = [2; 6];
6 let mut _mod: [u8; 6] = [1; 6];
7

8 // initially _mod contains all ones
9 console.write(String::from("Contents␣of␣_mod␣before:\n\n"));

10 for x in _mod.iter() {
11 console.write(fmt::u32_as_hex((*x).into()));
12 console.write(String::from("␣"));
13 }
14
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15 // share buffer to kernel
16 console.write(String::from("\n\nSharing␣_buffer␣to␣kernel\n\n"));
17 const CAPSULE_RNG: usize = 0x40001;
18 let buf_len = 16;
19 let _allow_res = syscalls::allow(CAPSULE_RNG,0,buf,buf_len);
20

21 // allocate an indicator for the kernel to tell us when it’s done
22 let is_written = Cell::new(false);
23 let mut is_written_alarm = |_, _, _| is_written.set(true);
24 let _sub_res = rng_set_callback(&mut is_written_alarm);
25

26

27 console.write(String::from("\n\nFilling␣_buffer␣randomly\n\n"));
28 let num_bytes = 16;
29 let _cmd_res = syscalls::command(CAPSULE_RNG, 1, num_bytes, 0);
30

31 // wait for the kernel to finish
32 syscalls::yieldk_for(|| is_written.get());
33

34 // after RNG is truggered on _buffer,
35 // _mod is populated with random numbers
36 console.write(String::from("Contents␣of␣_mod␣after:\n\n"));
37 for x in _mod.iter() {
38 console.write(fmt::u32_as_hex((*x).into()));
39 console.write(String::from("␣"));
40 }
41

42 loop {
43 syscalls::yieldk();
44 }
45 }

We will describe what the code in Listing 4 is doing, step-by-step. First, we

allocate the buffers in sequence (line 5), so that they are adjacent on the stack.

The next 10 lines print out the initial values of the buffers and set up for the

system call. Next, we call the ALLOW system call (line 19), sharing the buffer

_buffer with the RNG capsule. Note that the real length of _buffer (line 5 and

6) is less than the provided length (line 18), but there are no mechanisms in
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place to prevent the user program from supplying the incorrect length. 3

Thus, instead of sharing just the 6 bytes of _buffer, we have also shared the

memory containing _mod. The next 10 lines set up notification so that the user

process can know when the kernel is done providing random data. On line 29,

the user process requests that the kernel fill the memory region it has shared

with random bytes. When we print out _mod on line 38, we find that it has been

replaced with random data.

Note the similarity between this example and Listing 1, a stack smash in

C. We are essentially using the system-call interface provided by Tock as a

way to circumvent the Rust features that would prevent us from accidentally

indexing too far into _buffer. This thesis presents a system that prevents this

vulnerability from being exploited.

Many approaches have been taken to building a system with built-in memory

safety, and they have their benefits and drawbacks; but an all-too-common

drawback is not considering the boundary between safe components in secure

system design.

For example, the way that the processor communicates with input and out-

put devices on most modern systems is through memory, or through mapping

I/O devices to locations in memory. Even kernels written in memory-safe lan-

guages need to cast arbitrary memory addresses to typed values in order to

deal with memory-mapped I/O, and it is not always clear that they can know

in advance, for example, the length of these regions (e.g., the VGA buffer for

video output). By augmenting the safe kernel with hardware support for type

constructs, one can hope to make even cases like this safe.

This is not just a problem for Tock - it is a pervasive pattern in large systems,
3Here it should be noted that we are using a custom userland syscall implementation;

the version that the Tock developers provide includes a check on this, but it’s just in the
userland library that Tock programs make system calls through, not inherent to how the
kernel processes the system call.
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and kernels are no exception. For example, there are a number of linux kernel

bugs that resulted from poor bounds checking [7, 9], as well as Windows vulner-

abilities that have been exploited by real-world malware on improper checking

of system call arguments [10, 8].

In this thesis, we build a system that has built-in resistance to attacks on

the boundary between the userspace and kernel.

6 Methods

The system described in this thesis is an improvement around the system-call

interface of Tock. Our goal in designing this system was to preserve type meta-

data available at compile-time that is not normally available when the data

crosses the system-call boundary to the kernel, and to pass that data to the

kernel.

In summary, data passed through system calls to the kernel has its type

metadata passed as well through a separate mechanism, allowing protection

against the sort of attack described in Section 5 without requiring modification

to either the userland or the capsule code. A high-level overview of the system

is in Figure 8 (compare with Figure 6).

Figure 8: Syscall architecture in Modified Tock
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The system is composed of three parts:

1. Whenever data from user-mode is passed to the kernel, its type and size

are first written to a shadow memory region; i.e., a region invisible to the

normal operation of the program.

2. When data is passed across the system-call boundary, the kernel com-

ponent handling the sytem call retrieves the type data from the shadow

memory and passes it to the capsule handling the system call, along with

the data itself.

3. When a capsule tries to access data it has been passed from userspace, our

system prevents access unless the data type matches the type expected by

the system call, by truncating the data passed on or by returning an error

to the userspace program requesting the operation.

6.1 Shadow Memory and Type Tracking

In order to expose the types of the user-mode data to the kernel, we track them

in shadow memory. Shadow memory is memory that is not included in the

memory the process is allowed to use for its heap, and it is used for tracking

metadata. The shadow memory is only accessible to the process by using unsafe

code. When allocating memory for processes, we split the memory for each

process in half, allocating half of the space to shadow memory and using the

other half for the regular process memory. As depicted in Figure 9, the top half

of the memory for each process is the shadow memory and the bottom half has

the memory layout that Tock normally uses. Metadata for each byte of memory

is stored in the corresponding byte of shadow memory.

We need not track the full Rust type of every object in the shadow memory;

there are three important pieces of data to store for each byte:
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Figure 9: Memory layout modification

• Type - we really only need to store whether it is part of an array/slice of raw

bytes, since all capsules expect shared user data to be in the form of raw

bytes. Doing more complex checks would require significant modification

to the capsule code, for little benefit, since most of the data required

by Tock’s system calls is not structured further than the byte array in

which it is passed. As shown in Figure 10, the shadow memory regions

corresponding to where _buffer and _mod are include the BYTE marker,

but the region after them does not.
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• Mutable - Whether the reference being shared is mutable - if it is not

mutable, then the kernel should not be able to modify it. This data is not

currently used by the kernel (see Section 8.4 for further discussion). As

shown in Figure 10, the shadow memory regions corresponding to where

both _buffer and _mod are, as well as the following region, are marked

MUTABLE.

• Start - Whether this particular byte is the beginning of its particular

array/slice being passed to the kernel. When our system-call handler is

checking a piece of memory shared by a user program, if it reaches a byte

that is the start of its slice when examining a piece of memory passed from

userspace, the kernel does not share any bytes beyond that point to the

capsule processing the system call. As shown in Figure 10, the shadow

memory locations corresponding to the first byte of each of _buffer and

_mod have the START marker.

We store this information in the lowest 3 bits of each byte of the shadow

memory; the upper 5 bits are unused.

6.2 System-Call Handler Modifications

The system call handler in the Tock kernel takes the data passed from userspace

and packages it in a slice-like structure called an AppSlice. This structure has

an API similar to a Rust slice (variable-length array), but is slighlty more com-

plicated internally.

We have modified the kernel system call handler in Tock to include a pointer

to the type data in shadow memory in the packaged AppSlice structure that

it passes to the capsules’ system-call handlers. This modification allows the

AppSlice to handle the type-checking, so that the capsule code does not need

to be modified at all.
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If the user process tries to share too many bytes to the kernel to output

through the console, the AppSlice will simply ignore any bytes beyond the limit

and show only the smaller set of bytes to the console capsule. If the chunk of

memory the user tries to share is of the wrong type entirely, the kernel will

return an error to the user process that tried to share the data to the kernel.

More concretely, if the user program passes a buffer of length 6 (e.g., _buffer

in Figure 10), with claimed length 16 (as described in Section 5), the AppSlice

will only expose the 6 bytes before _mod starts. If the user program shares a

pointer to a not-byte-array with any length (e.g., something_else in Figure 10),

the ALLOW call will return an error to the user program that tried to share

the memory of the wrong type.

Figure 10: Example of Shadow Memory Contents
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6.3 User-Mode Component

The user-mode component of the system is simpler than the kernel-mode com-

ponent. Whenever a buffer is passed to our (Rust) system-call library, that

buffer’s length is checked and then the type is written to each byte in the corre-

sponding shadow memory location. When the system call returns, the shadow

memory region for that object is cleared so that future objects allocated in the

same memory region are not pre-marked with the wrong metadata.

The shadow memory location is determined by calling a system call that

returns the offset to the shadow memory. In the system as implemented, this

extra system-call provides a substantial amount of overhead. That overhead is

discussed further in Section 8.5.

The user-mode application (which is written in Rust) is not allowed to use

unsafe code except by calling our libraries (recall our assumptions about Rust

userland code in Section 4). As a result of this restriction, we can be confident

that the metadata attached to the Rust object when it is passed to our library

is correct.

Several conditions need to be met for the types of the userland data to be

available to the kernel at runtime. For one, this data needs to exist past the

time of compilation; normally the data is used for compiler analysis and not

packaged into the binary in any way. For two, it needs to be placed into the

shadow memory. If we did not change the compilation process by having our

library inspect the types of the data it is passed, this data would not be available

at runtime and no system would be able to distinguish between different data

types in memory. Our solution is that our library forces the compiler to include

the types in the binary, because they will be written to memory by our library

which was present at compile-time. A different solution, discussed in Section 8,

is a compiler extension that places type information somewhere else in the binary
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for reference.

7 Evaluation

We evaluate this work in several dimensions.

• We consider performance of both specific system-call operations and gen-

eral workloads, comparing to vanilla Tock. We additionally test its perfor-

mance under synthetic loads. We look at both how much extra memory

we use and how much slower this modification makes Tock.

• We show that this protection is able to defend against the vulnerabilities

we set out to fix.

• We reason about what other vulnerabilities this system can prevent.

7.1 Performance

In order to evaluate the performance of the system, we timed tasks on both

vanilla Tock and our modified system. We used the CPU clock to determine

the number of CPU ticks4 tasks took to complete. In order to make the CPU

clock accessible to our userland tests, we relaxed some of the MPU protections

in Tock while performing our tests.

We ran two types of benchmarks: microbenchmarks and macrobenchmarks.

The microbenchmarks (described in Section 7.1.1) did very little work in addi-

tion to the system-call task we were measuring or were subsets of that system

call. The goal of these tests was to compute the overhead on the system-

calls themselves, and thus place a theoretical upper-bound as to how much
4We had difficulty accessing the actual CPU clock; the way the board we used for testing

(NRF52dk) is set up in Tock seems to only allow access to a 32 MHz clock also on the CPU,
as opposed to the 64 MHz CPU clock. All the measurements in this paper refer to the 32
MHz clock.
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our changes could effect the system performance. The macrobenchmarks (Sec-

tion 7.1.2) attempt to gauge the impact of these modifications on more realistic

systems, by including not just system-calls but waiting for the full execution of

the system call, sending data over I/O, and so on.

7.1.1 Microbenchmarks

We will describe the microbenchmarks that are the components of the system

call, then we will describe the microbenchmarks that consist of an ALLOW

system call and a little more computation.

Table 1 and Figure 11 show the different processes that take time in an

ALLOW system call, which is where our overhead is: the system call starts with

libtock interpreting the parameters given by the user program (A-B). Then it

gets the offset to the shadow memory using a MEMOP syscall (B-C). Next,

it writes the metadata to the shadow memory (C-D). The kernel checks the

shadow memory and packages the pointer into an AppSlice (D-E), and then the

capsule stores the AppSlice for later (E-F). Finally, libtock clears the shadow

memory region (F-G).

Context switching overhead (the time from the first B to the second B,

for example) was too small to reliably measure, however it is included in the

overall A-G measurements and in the measurements that include a system-call

boundary traversal (B-C and D-F).

We measured the timing of each of these regions under both vanilla Tock

and our modified Tock with a 100 byte buffer; the results of these measurements

are in Table 2. Results are averaged over 100 runs of the system call.

We ran two other microbenchmarks in addition to those described in Table 1:

SimpleRNG, which measures the time to start a random number generator

operation, and SimpleBLE, which measures the time to start a simple bluetooth

advertisement. These operations were chosen because they are representative
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Figure 11: Parts of a ALLOW system call under our system

Chunk Where Description
A-B libtock Get length from buffer
B-C kernel Get offset to shadow memory
C-D libtock Write data to shadow memory
D-E kernel Validate data in shadow memory
E-F capsule Store AppSlice for later use
F-G libtock Unmark shadow memory
A-G overall Total

Table 1: Parts of an ALLOW Syscall under our system. Bolded steps take more
substantial time.

of the system calls available in Tock. Average timing of these benchmarks is

shown in Table 3. The reason that the AllowSyscall benchmark shown here and

in the CDF graph below takes longer than the ALLOW syscall in vanilla Tock

as timed in Table 2 is that we had to turn off some compiler optimizations to

prevent the compiler from optimizing away our measurement ability and thus

got slightly slower code.

In order to check that our system call modifications take a consistent amount

of time and not a long tail, we timed an ALLOW systemcall on 100 bytes

10000 times. Figure 12 shows the probability of completion over time based on

10000 iterations of the ALLOW syscall on both systems. Our system provides

a noticeable but consistent amount of overhead.
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Chunk Vanilla Modified
A-B 0 0
B-C 0 2.51
C-D 0 0.18
D-E (not measured) (not measured)
E-F (not measured) (not measured)
D-F 2.91 6.20
F-G 0 0.17
A-G 2.91 9.06

Table 2: Timing for parts of an ALLOW syscall, all numbers in ticks

Test Vanilla Tock Modified Tock Description
AllowSyscall 3.16 ticks 8.92 ticks Pass a buffer to the kernel

with 24 bytes of data
SimpleRNG 20.7 ticks 21.7 ticks Pass a buffer to the kernel,

ask the kernel to generate
24 bytes of random data in
the buffer. Do not wait for
the data to be generated.

SimpleBLE 17.0 ticks 21.0 ticks Pass a 17-byte buffer to
the kernel, ask the kernel
to advertise that data over
Bluetooth. Do not wait
for the data to be adver-
tised.

Table 3: Timing on Microbenchmarks of modified Tock syscall interface

We applied the same technique to the SimpleRNG test, and found that al-

though our system does not have high variance in its timing, the system random

number generator does, and so the test occasionally takes a lot longer. Running

this test 400 times on both systems produces the CDF shown in Figure 13 for

the SimpleRNG test. The SimpleBLE test has overhead simliar to AllowSyscall

so we do not produce a CDF for it here.

7.1.2 Macrobenchmarks

We measured 3 larger operations as well, to get an idea of what impact our

changes have on the overall speed of the system.
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Figure 12: CDF of times for an ALLOW syscall on 100 bytes of data. Yellow is
vanilla Tock, blue is our sytem.

First, as a baseline, we ran a pseudo-random number generator in userspace.

It does not make any system calls, so we did not expect any overhead. Timing

varied slightly based on system load, but the times fluctuated in similar ranges

under modified and vanilla Tock. The average time on vanilla Tock was one

tick faster, but we do not believe this was due to anything other than random

chance.

Next, as a task fairly representative of the things the Tock systems do, we

timed an program that scans for BLE devices using the BLE driver. It sends

the data back from the kernel over a buffer created with an ALLOW system

call and makes frequent use of the system-call interface. We found that it has

approximately 3% overhead when run under modified Tock.

Finally, as an attempt to find a task that was heavy in ALLOW system calls,

we timed a program that prints 100 lines of text to the console. This program

had approximately 6% overhead when run under modified Tock. Because very

little computation was performed on the data in this test, its performance is
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Figure 13: CDF of times for setting up an RNG transaction on 24 bytes of data.
Yellow is vanilla Tock, blue is our sytem.

close to the worst-case performance in a realistic scenario for our system.

These results are compiled in Table 4.

Test Vanilla Tock Modified Tock Description
Cryptography 609 ticks 610 ticks Compute a PRNG in

userspace. No system calls
involved so should not ex-
pect overhead.

BLE_scan 6871 ticks 7061 ticks Scan for BLE advertise-
ments, return the informa-
tion received to the user
process.

PrintData 19757 ticks 20613 ticks Write 100 lines of text to
the console.

Table 4: Timing on Macrobenchmarks of modified Tock syscall interface

7.1.3 Synthetic Benchmark

In order to determine how our system’s performance depends on the size of the

ALLOWed buffer, we tested how long an ALLOW call takes on each size of

buffer from 1 byte to 500 bytes. Figure 14 shows the timing of an ALLOW
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system call vs. the length of the buffer being shared. As expected, the call

takes linearly longer depending on the size of the buffer for our system, but

is constant for vanilla Tock. This difference is because our system checks the

whole length of the memory passed to verify that it is of the correct type.

Figure 14: Time for an ALLOW operation vs size of buffer. Blue is modified
tock, Yellow is vanilla.

7.1.4 Memory use

The modified system uses substantially more memory for each process; in partic-

ular, it doubles each process’s memory usage. We chose to use a direct mapping

of shadow memory to process memory to facilitate development while still eval-

uating the security provided by such a system. This choice is further discussed

in Section 8.

7.2 Security Evaluation

In order to evaluate the security of our system, we ran the attack described in

Section 5 on our modified system. As described in Subsection 6.2, the kernel

receives a system call with a pointer and a length that do not match; in vanilla
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Tock, the kernel generates random numbers over the entire length of the passed

buffer, as shown in the output in Listing 5.

Listing 5: Cleaned up output from the example exploit under original Tock
1 Contents of _mod before: 0x01 0x01 0x01 0x01 0x01 0x01
2 Contents of _buffer before: 0x02 0x02 0x02 0x02 0x02 0x02
3 Generating a random number in _buffer...
4 Contents of _mod after: 0x3a 0x54 0x6c 0x96 0x92 0xeb
5 Contents of _buffer after: 0x7d 0xb0 0xfe 0xa8 0xb1 0x0a

Our system call-handler truncates the slice passed to the kernel so that only the

variable passed to the kernel can be modified, and other variables that happen

to share the same memory space (i.e., _mod, here) cannot be modified (i.e., there

cannot be a spatial violation). Listing 6 shows the output from running the

attack under modified Tock. As you can see, the data in _mod is not overwritten,

even though the system call requests that data be written beyond the length of

_buffer.

Listing 6: Cleaned up output from the example exploit under modified Tock
1 Contents of _mod before: 0x01 0x01 0x01 0x01 0x01 0x01
2 Contents of _buffer before: 0x02 0x02 0x02 0x02 0x02 0x02
3 Generating a random number in _buffer...
4 Contents of _mod after: 0x01 0x01 0x01 0x01 0x01 0x01
5 Contents of _buffer after: 0x93 0xe4 0xa0 0xbb 0x17 0x8c

7.3 Broader Effects

The technique demonstrated in this thesis is not applicable solely to Tock, and

its impact if applied more widely could be substantial. Although the perfor-

mance hit caused by the particulars of this technique and the need to write

all the code in Rust make this impractical for large-scale application to exist-

ing systems, the benefits could be real. Any sort of memory corruption caused

by metadata lost between the application and the operating system could be

prevented, including [7, 10, 8, 9].
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In order to apply this technique to another operating system, we would

need several criteria to be satisfied. First, we need to annotate the type of the

data going into each of the system calls for the OS; next, we need the user

processes to be written in a typed language. If these criteria are satisfied, we

would need the compiler that compiles the user processes to instrument the

code with instructions to write the types to shadow memory. If implemented in

Windows, for example, this technique would prevent any vulnerabilities based

on the system misinterpreting data sent to it by a malicious user program, such

as [8], where the user process can convince the kernel to write to any address

by telling it that that address is a certain data structure, because the address

would not be in the user process’s memory area.

In separately compiled cooperating modules, the benefits of compilation can

be cancelled out because compiler aassumptions, such as knowing everything

that accesses a given memory location, or knowing that an address is no longer

in use, fail. A fundamental issue in compiler-guaranteed correctness is that it

requires a global view, and a global view is not always available. Ignoring this

fact creates opportunities for bugs and vulnerabilities.

The bugs and vulnerabilities demonstrated in this thesis come about despite

Rust’s guarantees because of this lack of a global view in the compiler. However,

without excessive overhead we have closed such holes by specifically passing

metadata at runtime; this principle should have broad applicability.

8 Discussion

There are a few other limtations of this work that do not fit into any of the axes

on which we evaluated in Section 7. We will raise several issues, discussing for

each the reasons for it and some possible ways to address it.
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8.1 Performance Overhead

As discussed in Subsection 7.1, our technique has 100%memory overhead, which

is significant, especially on the embedded systems Tock is designed to run on.

This memory overhead can likely be reduced because of the sparsity and repeti-

tiveness of the data being stored in the shadow memory. For example, we could

compress the representation of the data in shadow memory by using one byte

for each word of memory instead of per byte. We also need not have shadow

memory allocated for each process’s grant region, which is only used by capsules

and not by the process itself.

As far as speed goes, we would like to implement some of this work in

hardware becaue it will alleviate much of the time overhead. In order to do

that, we would like to use custom hardware. In order to modify the hardware,

we would need to have open source hardware to modify, which likely means

running Tock under RISC V . The work to port Tock to RISC V is underway,

but it is not yet ready, so we implemented this work under ARM and in software.

8.2 Compatibility

Our kernel is not compatible with the vanilla libtock provided by the Tock

developers, because it expects data to be written to shadow memory by libtock

in userland.

We chose to implement the userland functionality in libtock because it was

simpler and did not require compiler modifications. But for this sytem to be

viable to use, we would like to move the responsibility for writing type infor-

mation to shadow memory from libtock to the compiler. This would involve

the compiler emitting code to mark the types of variables when they are allo-

cated and erasing the types when they are deallocated. This modification will

make our kernel compatible with vanilla libtock. Another benefit of this work
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would be the ability to provide temporal safety in addition to spatial safety, as

described in the next subsection.

8.3 Temporal Safety

This technique does not provide temporal safety in Tock due to the unusual way

Tock does system calls. Tock only has 5 system calls, which are used in a very

specific protocol, involving four calls: an ALLOW to share the buffer on which

to operate, a SUBSCRIBE to receive notification when the process has finished,

and a COMMAND to request that the kernel perform the operation, and a

YIELD to wait until the kernel has finished. All system services are provided

using this protocol in libtock, but one could imagine a user attempting to

be asynchronous to save time and accidentally deallocating memory before the

kernel is done with it.

A Rust program can still expose a buffer to the kernel, triggering our memory

checks, and then deallocate that buffer and allocate something else in its place

after our checks but before making the system call to use the shared memory.

This is not currently protected because memory is unmarked immediately upon

making the ALLOW system call to share the memory with the kernel, and thus

we only check the shadow memory upon ALLOW calls. Listing 7 demonstrates

this attack.

Listing 7: Violation of Temporal Safety under our system

1 const DRIVER_NO = BLUETOOTH_DRIVER_NO;
2 const ALLOW_NO = BLUETOOTH_SEND_BUFFER;
3 const SUBSCRIBE_NO = BLUETOOTH_ON_SEND_FINSH;
4 const COMMAND_NO = BLUETOOTH_SEND_ASYNC;
5 fn do_one_thing() {
6 // allocate a buffer to send, fill it with zeroes
7 let mut data_to_send: [u8;100] = [0;100];
8 // share the buffer with the kernel
9 syscalls::allow(DRIVER_NO, ALLOW_NO, &mut data_to_send, 100);
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10 } // data_to_send is deallocated here, but when it was shared,
11 // it pointed to a valid location in memory.
12

13 fn do_another_thing() {
14 // allocate a new buffer, fill it with ones
15 let mut data_in_the_same_place: [u8;100] = [1;100];
16

17 // tell the kernel to tell us when it’s done
18 let done = Cell::new(false);
19 let mut done_alarm = |_, _, _| done.set(true);
20 syscalls::subscribe(DRIVER_NO, SUBSCRIBE_NO, &mut done_alarm);
21

22 // tell the kernel to do its thing
23 let bytes_to_use: usize = 100;
24 syscalls::command(DRIVER_NO, COMMAND_NO, bytes_to_use);
25

26 // wait for the kernel to finish
27 syscalls::yieldk_on(|| done.get());
28 }
29

30 fn send_some_data() {
31 do_one_thing();
32 do_another_thing();
33 }

In Listing 7, we demonstrate a bug that a programmer could easily fall victim

to, leading to unexpected behavior. A sequence of system calls in Tock is split

between multiple functions, and the data sent to the kernel (data_to_send) goes

out of scope on line 10 before it is used. Because they are both allocated on

the stack, data_in_the_same_place is allocated in the same place as data_to_send

was, and it is now pointed to by the pointer we passed to the kernel. Thus, when

the kernel actually uses the data on line 24, it uses the data from the wrong

buffer. This problem exists in regular Tock, but it becomes more notable in our

modified Tock because we have prevented the spatial version of this problem.

If the compiler instrumented userland code to write the type information to

shadow memory at allocation and deallocation time, AppSlices could be more
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thorough when they check the type information, and could do so at every use,

throwing an error whenever the types mismatched, instead of only doing so

at creation time. This modification would also require some modifications to

capsule code, because a pointer may be valid when a capsule receives it, but no

longer valid when the capsule tries to use it, confusing the capsule and possibly

causing a crash and a kernel panic if not implemented properly.

This change would incur additional overhead of approximately an additional

2.3 tick per 100 bytes on each access to an AppSlice, based on the data from the

synthetic benchmark and the microbenchmarks. We think this would be a fair

price to pay for the protection from this category of bugs; it would consititute

an 86% increase in overhead when compared to just the context switching to the

kernel, but would be fairly minor (< 10%) when compared to the work actually

done by the capsule accessing the data, based on our macrobenchmarks.

8.4 Mutability

In section 6, we discussed three pieces of information stored in shadow memory:

type, mutable and start. We do not currently use the mutability data because

doing so would require modifications to capsule code. We cannot provide a

different amount of data when the capsule tries to mutate the data from when

the capsule simply tries to read it, due to implementation limtations on the

AppSlice structure gating capsule access to user memory. We cannot return

an error upon trying to access immutable user memory mutably because the

capsules do not check for errors upon accessing an AppSlice. Thus, using the

mutability data would require internal modifications to all the capsules. Because

of that requirement, we are not certain that enforcing mutability across the

system call boundary is worthwhile.
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8.5 Extra System-Call

The way in which we have implemented the transfer of metadata to shadow

memory currently involves an extra MEMOP system call to retrieve the offset

to shadow memory for each ALLOW system call (B-C in Figure 11). This

decision was made so as to allow the libtock modifications not to retain extra

state, but it comes at the cost of additional overhead on every ALLOW system

call. We can tell from Table 2 that this overhead is a significant portion of our

system’s overhead - 86% of the overhead on an empty buffer, or 50% on a buffer

of 100 bytes, getting less significant for larger buffers.

This overhead could be reduced from once per ALLOW call to once per user

program by storing the offset in a static variable in user memory inside of the

libtock module responsible for writing data to shadow memory. This is one of

the first improvements we would make to decrease overhead.

9 Conclusion

Many operating systems designers have not focused their attention on memory

safety at the system-call boundary; vulnerabilities exist in Windows[8], Linux[7],

and even memory-safe operating systems like Tock (Section 5) because of this

oversight. This thesis showed that such vulnerabilities exist. We designed and

implemented a system to protect against this issue in Tock. We successfully

built a system that defends Tock against these vulnerabilities, and we evaluated

its performance and security. We also discussed what it would take to apply

that system to other operating systems and how and why it might be applied.
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